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Overview

* In canonical difference-in-differences (DD), the regression version =
function of pre/post and treat/control means.

* When treatment turns on at different times, the regression DD coefficient is
a weighted average of canonical “2x2” DDs (Goodman-Bacon 2018)

— Shows where such DDs “come from”

« This command calculates the component DDs and their weights, plots them
(ie. shows variation), compares specifications

— Future: conducts balance tests, analyzes estimand,
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What is Difference-in-Differences?

Wooldridge (2002):

5y = (Pp2—V81) — (Fu2 — Ju,1) (6.32)
This estimator has been labeled the difference-in-differences (DID) estimator in the
recent program evaluation literature, although it has a long history in analysis of

variance.



What is Difference-in-Differences?

Cameron and Trivedi (2007):

Then the OLS estimator reduces to
b = AT — AF™. (22.43)

This estimator is called the differences-in-differences (DID) estimator, since one
estimates the time difference for the treated and untreated groups and then takes the
difference in the time differences.



What is Difference-in-Differences?

Angrist and Pischke (2009):
The population difference-in-differences,

{ElYisls = Nfat = Nov] — E[Yjs|s = N]a L = Feb]}
— {E[Y;s|s = PA,t = Nov] — E[Yis|s = PA,t = Febl} = 4,



What is Difference-in-Differences?

Imbens and Wooldridge (2007):

for those observations in the treatment group in the second period. The

difference-in-differences estimate 1s

51 = (g2 —751) — (Faz —7a1). (1.2)



What is Difference-in-Differences?

Angrist and Krueger (1999):

[E[Y, | ¢ = Miami, = 1981] — E[Y; | ¢ = Comparison, f = 19811}

—{E[Y; | ¢ = Miami, r = 1979] — E[Y; | ¢ = Comparison, t = 1979]} = 4. 21



What is Difference-in-Differences?

Heckman, LalL.onde and Smith (1999):

then the difference-in-differences estimator given by

(?lr - ?{}r*’)l o (?ﬂr o Fﬂr’){la t > k> ff



What is Difference-in-Differences?

Meyer (1995):

In this case, and unbiased estimate of 8 can be obtained by
difference in differences as

Bu = Ay, — A
=3, = Yo — 01 — %) @)



What is Difference-in-Differences?

Abadie (2005):

D(i, 1) = 1. and the idividual-specific component, 7(7). This model 1s called “difference-in-
differences” because under the identifying condition in equation (2) we have

a ={E[Y(, 1) | DG, 1) =1]— E[Y(,1)| DG, 1) = 0]}
—{E[Y(i,0) | D(i,1) = 1] — E[Y(i,0) | D(i, 1) = 0]}, ()



What is Difference-in-Differences?

Athey and Imbens (2006):

Le., g; L (G;, T;), and 1s normalized to have mean zero. The standard DID es-
timand 1s

(2) PP = [E[Y5|G:‘=1an=1]—E[Y;‘|Gf= lan:O]]
— [ELY)IG, =0T, = 1] - E[¥/|G, = 0. T, = (]



What is Difference-in-Differences?

DiNardo and Lee (2011):

First, let us simplity the problem by considering the situation where the program was
made available at only one point in time 7. This allows us to define D = 1 as those who
were treated at time 7, and D = 0 as those who did not take up the program at that ume.
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Keywords in NBER Papers Since 2012

The last arrow 1n the quasi-experimental quiver is differences-in-differences,
probably the most widely applicable design-based estimator.
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Keywords in NBER Papers Since 2012

2014/2015 AER/QJE/JPE/ReStud/JHE/IDE published 93 DD papers:
49% had timing variation
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Variation in Timing
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Two-Way Fixed Effects Estimator

Vie = a; + ap + BPP Dy + uyy
| T

Unit fixed effects

Time fixed effects

What is gPP?

Treatment dummy




This has been unclear, but we do have good
Intuition for subsamples here where one group’s

BDD?

treatment changes and another’s does not. ahAdsd
akaAAS
AL A

o _|
(99}

o |
(Q\]

8 _

PRE(K) | MID(k,I) _|._POST(I)
o —]
t*, Time t*,



Units of y

40

30

20

10

n2x2
kU

A. Early Group vs. Untreated Group

—

A

PRE(K)

\ 4
A

POST(K)

\ 4

™y

Time



kU —

30

20
|

Units of y

10

n2x2

kU
52x2 _ [ —=POST(k)  _PRE(k) _POST(k) —_PRE(k)
(y k —Y k —\ Yy — Yu
AcdchA
JI cadd A
. .‘Ab‘r"‘“
u'
l
|
it A'
" AA A
caddhsastd
int -
- PRE(K) POST(K)

\ 4

Time
t*.



Units of y

40

30

20

n2x2
U

B. Late Group vs. Untreated Group

PRE(I)

POST(l)

N
.

v
A

Time

t*



n2x2

U
s2x2 [ —POST(f)  _PRE(?) _POST(¢) _PRE(¥)
= (y{, — Ve ) - (YU — Wy )
| |
5"

PRE(I) POST(l)

N
.

A
v
A

Time
t*



Units of y

40

30

20

p2x2,k
k?
C. Early Group vs. Late Group, before t*,

A

PRE(K)

\ 4
A

MID(k, 1)

\4

t*,

Time

t*



52x2,k

kt
52x2,k _ ( -MID(k,)  _PRE(k) _MID(k,f)  _PRE(k)
ke T (yk — Yk — U — Ve
Ab
M,AAM*""“ AT Treatment
adadAd
o Achcdh
= [
(I
l
c I
i‘ Yit A’
S 5 Ad
= AAAA‘.&““"“
>

PRE(K) MID(k;I)

A
v
A
\4

Time
t*, t*



Units of y

40

30

20

10

D. Late Group vs. Early Group, after t*

Control —

-

Treatment

A

52x2,¢
kt

MID(k,I)

\4
A

POST(l)

N
.

t*,

Time

t*



52x2,f

kt

Units of y

N

30

20

10

52x2,¢
kt

k

(_fOST({’) B }_/éwm(k,f)) B (}_]IfOST({’) B )_,MID(RJ’))

Control

-

Treatment

MID(k,I)

A

POST(l)

N
.

\4
A

Time
t*,

t*



Difference-in-Differences Decomposition Theorem (3 Group Case)
Vie = a; + ap + PP Dy + uyy
For three groups:
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Difference-in-Differences Decomposition Theorem (3 Group Case)

For three groups:
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Difference-in-Differences Decomposition Theorem (3 Group Case)
Vie = &; + ap + BPP Dy + uyy

For three groups:
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2x2 DDs: subsamples with two groups (treat/control) and two periods (pre/post)




What do we learn from the 2x2 DDs?

1. We didn’t know what comparisons were being made:
“switchers vs untreated”?
“early vs late”?
“late vs early” (this is less obvious)?

It’s all of those.

2. “What is the control group?”
Every group acts as a control (sometimes).



Difference-in-Differences Decomposition Theorem (3 Group Case)
Vie = a; + ap + PP Dy + uyy
For three groups:
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Difference-in-Differences Decomposition Theorem (3 Group Case)

For three groups:

Vie = a; + ap + BPP Dy + uyy
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Difference-in-Differences Decomposition Theorem (3 Group Case)
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What do we learn from the weights?

1. Relative importance of each kind of comparison.
“switchers vs untreated”?
“early vs late”?
“late vs early” (this is less obvious)?
More important if big group (bigger sample size) or treated closer to middle
of the panel (bigger variance).
“How much” comes from timing vs comparisons to untreated.

2. Importance of specific 2x2 DDs.
Sometimes a few terms dominate.



What will the command do?

e Describe where the DD “comes from”
— Which 2x2s matter most? (sources of variation)
— How different are the 2x2 DDs? (heterogeneity)



Replication: The Effect of Unilateral Divorce on Suicide
(Stevenson and Wolfers 2006)

State-year panel of female suicide rates 1964-1996 12 2x2 DDs

12 2x2 DDs

12 timing groups vs Non-reform:
12 timing groups vs Pre-64 reform:

Share of 12 timing groups vs 12 timing groups: 12x11 = 132 2x2 DDs

No-Fault Divorce Number of States Treatment
Year (t;) States (ng) Share (Dy) ;/\‘\ ,”\\ P
Non-Reform States 5 0.10 57 N h N
Pre-64 Reform States 8 0.16 . TN
1969 2 0.04 0.85 ) A
1970 2 0.04 0.82 g 0] A AN
1971 7 0.14 0.79 % \\/ A
1972 3 0.06 0.76 . DD Coefficient = -3.08|(s.e. = 1.27)
1973 10 0.20 0.73 2 5- I
1974 3 0.06 0.70 _éef AN .

.2 7NNy \ /
1975 2 0.04 0.67 > -7 \/ v N/ \/’\
1976 1 0.02 0.64 o N,
1977 3 0.06 0.61 NN
1980 1 0.02 0.52 TN TN A
1984 1 0.02 0.39 sl MRS N
1985 1 002 036 I I I I I I I I I I I I I I I I I I I I I I I

8 -5 2 | 4 7 10 13 16

Years Relative to Divorce Reform



Graphing the Decomposition: Divorce Example
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What will the command do?

 Calculate why estimates differ across specifications:
— Is it the weights, the 2x2 DDs, or both?



Comparing two weighted averages

BDD — S/BZxZ

Now Imagine an alternative specification that also has this form:

DD __ S n2x2
alt altl alt

If BP0 = (PP why? (Oaxaca/Blinder/Kitagawa decomposition)

Due to 2x2 DDs Due to weights Due to interaction

;'(A?zftz — Bszj T (S;lt — S’)szi T (S;lt — S’)(Aczzftz — Bszj

Note (not for today): Goodman-Bacon (2018) now analyzes models with (any) controls, with an additional important nuance.



Plotting components: WLS vs. OLS
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Plotting com
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Plotting components: WLS vs. OLS
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Conclusion

e When treatment timing varies, the (two-way fixed effects) regression DD
coefficient is a weighted average of simple 2x2 DDs (Goodman-Bacon 2018)

« This command will plot the 2x2 DDs against their weight to highlight where
Identification comes from and how heterogeneous are the 2x2 DDs.

— “How much” variation comes from timing?
— What is “the” control group?

— Weights do NOT rely on outcome data (can apply to it to samples you don’t yet have)

 This command allows users to analyze why estimates change under different
specifications (e.g. weights, controls, triple-diff)
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